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Introduction
Bloop: BiLevel Optimization with Orthogonal Projection Baselines
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Consider the following direction 1. Mixed (i.e., SGD on the mixed loss)
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v is the Lagrange multiplier

Preferred when there is a hierarchy between losses
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