Optimization in Open Networks via Dual Averaging

Yu-Guan Hsieh, Franck lutzeler, Jerome Malick, and Panayotis Mertikopoulos

CDC 2021

Grenoble Alpes Grenoble Alpes



Plan

@ Open network

Yu-Guan Hsieh Dual Averaging in Open Networks



What is an open network?

An open network is a network that agents can join and leave at any time
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Open network

Why do we care about open networks?

e Elastic distributed machine learning
* \olunteer computing
* Vehicular ad-hoc networks (VANETS)
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Model

® Discrete time steps t =1,2,...

V; denotes the set of agents present at time ¢

my = card(V;): number of agents that are presented at time ¢
t
My =" my: the sum of my over time
s=1
Each agent i € | JV} is associated with an individual convex cost function iR > R
teN
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Optimization in open networks

Objectives in stationary environment

e |f the underlying problem is stationary, we may define the running loss as
fr (@) = Z > fi(x)
Mr iz 1€V
® The performance of an algorithm is measured by its average static regret

T
Loss(T) - Mi( >3 P - miny S ) )

T\ t=1ieV; Xz 1€Vt
| S —
minimum running loss

where X c R is the shared constrained set and xref is a reference point for time ¢
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Optimization in open networks

Objectives in non-stationary environment

e |f the underlying problem is non-stationary, we may define the instantaneous loss as

() = — 3 i)

t GeV;

® The performance of an algorithm is measured by its ability to track the optimum

- Maximum tracking error: max{fi"s"(xref) - min fti"St(u)}
t>to ueX

T , .
- Dynamic regret: ) my {ftht(:E;ef) - miAI} ftht(u)}
=1 ue
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DAERON: Dual AvERaging for Open Network

Just accumulate gradients from the whole network!

At each time step t, each agent i € V; computes a subgradient gi € 9f%(x!)

The subgradients are transmitted over the network

S/ is the index set of the subgradients that i € V; has received /computed by time ¢

The variable z! is obtained by

zi=Tx|-n Y 4 (1)
(4,5)eS;

where IIy denotes the projection onto X and 1 >0 is a common learning rate
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DAERON: Dual AvERaging for Open Network

Algorithm DAERON at node i for active period #°"-¢'®2v

1:

© o N e R W N

Parameters: #°" time when the agent joins the network;

e3¢ time when the agent leaves the network

Initialize: S;ioin <~ ngoin for ] € thoin_l n thoin

for t = #°" .. {€ve do
Generate the prediction ! using aQ
Compute the local subgradient g; € 9f*(z;)
Send subgradients to other active agents _
Receive subgradients identified by the index set G;
Update &7, < §;u Gy u{g;}

end for
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DAERON

Practical implementation: the case of semi-centralized network

o yz collects subgradients from agents that
are affiliated to node i

. yf is an outdated version of y! and is
updated through exchange between the
storage nodes

* Storage node i sends y' = Yy} as
J

accumulated gradients to its affiliated

agents [y, 93, v3]

(Time index is omitted throughout)

S _—— -
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DAERON

Convergence of average static regret

Let us define the quadratic mean and the average number of active agents over time

1 1
mQm = Tme and m:met
t=1 t=1

Theorem (Convergence of DAERON)

Assume that
©® Each f* is convex and G-Lipschitz and X is closed and convex
® The delays are bounded by T

Then, with suitable learning rate, DAERON ensures | Loss(T') = O (””LQ_I\/I—\SJ_:/;)
m
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DAERON

Convergence of average static regret

_— _ QOG\/;
Loss(T) =0 (—mﬁ )

Delays deteriorate the bound by a multiplicative factor of \/7.
* mqm/m > 1 and this ratio becomes larger if m; varies greatly across iterations.

When V; is fixed over time, we obtain O(\/7/T') convergence rate of the usual quantity
that we seek to minimize.

It is possible to derive similar guarantees for adaptive learning rates that are both time-
and agent-dependent.
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Numerical Experiments

Decentralized least absolute deviation (LAD) regression

Given a data set evenly distributed on m nodes (aik, bik )i ke[m]x[n] With @ in R? and
bir. € R, LAD solves

S|

1 m
zeR4 m ;

mm{m) N bucl}
k=1

* m =64, n=200,d=20
e Data are first generated from an underlying model and :
then some proportions are corrupted. This makes the

problem more heterogeneous and thus enhances the

importance of agent coordination. __— — Least Square
Least Absolute Deviation

Yu-Guan Hsieh Dual Averaging in Open Networks December 2021 15 /18



Numerical Experiments

Network description

¢ Static network: Both the network
composition and the topology (8 x 8
grid graph) are fixed over time.
Adjacent nodes exchange gradients at
each iteration.

e Open network: Every 20 iterations,

each agent changes its activation status
with probability p = 0.05. Active nodes
are randomly paired with each other at

each iteration.
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Numerical Experiments

Results
Yy — 5e-3 — 1e-3 — 5e4
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DGD stands for Decentralized Subgradient Descent
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Numerical Experiments

Conclusion

® Paradigm shift: from closed network to open network
* Simple strategy may work: just aggregate your gradients
* New components need to be incorporated into the analysis: tools from online learning,

time-varying optimization
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